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Foreword  

 

June Lowery-Kingston  

Head of Unit CNECT.G3 ü Accessibility, Multilin-

gualism and Safer Internet  

 

Welcome  to this second revision of the White Pa-

per by the European Language Resource Coordi-

nation (ELRC). As the European Commission Head 

of the Unit charged with supporting ELRC, I am 

proud to be able to share this revised edition with 

you and share the progress made since the first 

report was published in December 2019.  

While the European Commission has long encour-

aged the collection of multilingual data, since 

2014 via the ELRC, the European Parliamentąs 

2018 own-initiative report on language equality in 

the digital age gave the impetus for Member 

States in the European Union to widen the discus-

sions, which resulte d in the first ELRC White Pa-

per. Thanks to continued efforts by the ELRC 

through their country workshops, initiatives al-

ready started have kept and perhaps even in-

creased their momentum in the various Member 

States. Recognition of the importance of languag e 

technologies, resources and tools has become 

more and more evident and acknowledged. This 

has culminated in the Commission proposal of the 

Declaration on European Digital Rights and Princi-

ples, which enshrines the right to a trustworthy, 

diverse and mult ilingual online environment.  

We are convinced that language technologies of-

fer unprecedented opportunities to overcome 

language barriers in the Union Ā with both eco-

nomic and social impact. Our vision of language 

technologies that automatically produce eas y-to-

read versions of official communications for 

those with reading difficulties, cognitive impair-

ment, or no knowledge of a foreign language is 

within grasp. Advances in artificial intelligence 

and natural language technologies offer us tools 

that can be  used in more and more situations and 

support intercultural communication, including 

between the least widely used European lan-

guages. Efforts by the Member States, in con-

junction with European funding, are enabling us 

to keep the cost of developing langua ge technol-

ogies down and support (digital) equality between 

languages with better quality and lower cost. The 

inclusion of the Commission ąs eTranslation tool in 

the online platform for the Conference on the Fu-

ture of Europe was one example of how such tool s 

can allow multilingual  exchanges in a democratic 

setting. The EU funded tool enabling European 

SMEs to translate their websites into any of the 

official European Union languages is another.  

An important crossing point has been reached in 

this language re source journey not only at Mem-

ber State level. Thanks to the European Data 

Strategy, as the population at large becomes 

more aware of the value of their personal data, all 

sectors of the economy are starting to appreciate 

the data assets they hold. Whether  it is call centre 

recordings, film, or digitised paper archives on 

health, tourism or other domains, we see a 

change in perception of the importance of these 

data as well as of the language technologies re-

quired to manage these riches.  

With the launch of the Digital Europe programme 

and following our European strategy for data, we 

want to create an active ecosystem around the data 

associated with languages. The launch of the Lan-

guage Data Space is a major step forward, increas-

ing the visibility of the acti ons as well as enlarging 

the family of the stakeholders, as the private sector 

will be more involved in the collection and sharing 

of language resources. The deployment of this Eu-

ropean Language Data Space will not only promote 

the creation, collection, sh aring and re -use of lan-

guage-related data, but will also help to create, 

share, and re -use those famous computer lan-

guage models, applying the full potential of artifi-

cial intelligence for automatic language processing 

in many different ways and settings.  

It is our intention that the EU should become a light-

house for language technologies, data, and lan-

guage equality across the world. We hope that this 

White Paper is an important steppingstone to reach 

that goal and will encourage you in your efforts and 

inspire new stakeholders to join the journey.  
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Executive summary  

 

Modern Language Technologies (LT) such as 

Machine Translation  (MT), but also Fake News 

Detection or Text Anonymisation, are based 

on Machine Learning (ML) Ā a process where 

machines improve by learning from sufficient 

amounts of high -quality training data.  

The European Language Resource Coordina-

tion (ELRC) was initiated in 2015 to collect 

such training data Ā so-called language re-

sources Ā in all official European languages, 

as well as Norwegian Bokmål, Norwegian Ny-

norsk and Icelandic, with special focus on bi - 

and multilingual language dat a from various 

domains. The initial purpose was to collect 

language resources to train CEF eTranslation, 

the Machine Translation service of the Euro-

pean Commission that can be used free of 

charge by all public administrations and pub-

lic services in the EU Member States, Norway 

and Iceland, academia, NGOs as well as SMEs.  

The usefulness of language data, however, 

goes far beyond training eTranslation: Lan-

guage data is the driving force behind all 

data -based Language Technologies. And in 

fact, the eTranslation MT application was 

complemented by a growing number of lan-

guage tools in the last years, reaching from 

named entities recognition to translation 

quality estimation, which are freely available 

not only for academia and public administra-

tions, b ut also for SMEs and NGOs. 

That is why the data collected by ELRC is still 

made available to the wider public both for 

research and commercial applications: ap-

proximately 80% of the language resources 

hosted in the ELRC-SHARE repository are 

freely re -usabl e outside ELRC. 

In order to further support the sharing of lan-

guage data in Europe, ELRC conducted a first 

investigation among public services in 2019 

(ELRC, 2019) in order to identify the key stake-

holders and mechanisms for the efficient 

sharing of langua ge data in EU Member 

States, Norway and Iceland.  

The current ELRC White Paper ĂAI for Multi-

lingual Europeă follows up on the first White 

Paper version published in 2019: It compares 

the results of the 2019 analysis, which de-

scribed European practices for s haring lan-

guage data as well as corresponding chal-

lenges and recommendations on how to ad-

dress these challenges with the status quo of 

2022, illustrating latest developments, re-

cent changes and achievements.  

Given the increasing importance of AI and LT 

across all European countries and sectors, 

the ELRC White Paper at hand focuses on the 

role of LT and language resources, both 

within public administrations and SMEs, 

while  taking into account recent develop-

ments in this respect as well as national reg-

ulation s related to AI.  

In the course of this investigation, ELRC 

gained important new insights into the value 

and status quo of language -centric AI which 

actually changed since 2019 (see Section  3). 

For instance, MT increasingly finds its way 

into the daily work life of public administra-

tions in 2022  Ā only 6% of the participating 

organisations didn ąt use MT at all. At the 

same time, we found a massive increase in 

the use of Computer -Assisted Translation 

(CAT) Tools. Also, we could observe signifi-

cant changes on policy level and with regard 

to actual translation and data sharing prac-

tices in the participating organisations in 

comparison to 2019.  

Moreover , the ELRC White Paper illustrates 

latest developments and approaches to sus-

tainable language data sharing in SMEs and 

public services (see Section 4). The circum-

stances that were fou nd to negatively impact 

or limit the sharing of language data in Eu-

rope remained the same as in 2019. However, 

in addition to the actions that would be most 
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relevant to overcome these issues and facili-

tate data sharing, several additional ap-

proaches were m entioned in 2022. The sur-

vey participants identified six major chal-

lenges that organisations involved in the 

preparation and sharing of language data 

face in 2022 and beyond, e.g. the develop-

ment of LT for European minority languages 

and lack of expertise , e.g. concerning legal 

provisions and regulations  

Last but not least, the Annex contains an up-

dated country profile  for each participating 

CEF country, which provides latest insights 

into:  

× the translation practices and needs in 

public administrations  

× the countryąs digital and language policy  

× the role of LT and language data in public 

administrations and national regulations  

× stakeholders relevant to the sharing of 

language data  

× data collection efforts for LT/AI  

× major networks, projects and key players 

relate d to LT 

× the challenges of sharing language data  

× a corresponding action plan to address 

and overcome these challenges.  

Each country profile  is a self -contained doc-

ument supplemented by the main body of the 

White Paper and the other country profile s. 

The level of detail may vary from one profile 

to another. Unless otherwise stated, all in-

formation refers to the situation at the na-

tional level of the particular country.  

With regard to the organisational level, the 

most important recommendations address:  

× Translation and Data Management , in 

particular the designation of Open Data 

officers in all public administrations and 

services, the introductio n of general rights 

management in the data management 

process, the adoption of translation data 

management plans, the centralisation of 

translation workflows, and the adaptation 

of translation procurement contracts.  

× Human Capital , including in particular t he 

provision of technical and legal training 

for translators and translation managers.  

× IT Infrastructures, Equipment and Tools , 

including in particular the provision of CAT 

tools, MT, data anonymisation methods 

and tools etc.  

× Translation process / workflow , including 

the appropriate licenc ing of translation 

data, the identification (and, where nec-

essary, exclusion) of confidential and per-

sonal data and the maximal autom at isa-

tion of the process of translation /l anguage 

data creation, curation and collection.  

Some of the recently released or updated na-

tional AI strategies already pay due attention 

to the importance of LT and language data. 

However, according to the results of our in-

vestigation, these can only be considered as 

first steps towards a truly sustain able crea-

tion, management and sharing of language re-

sources in Europe. In order to enable the suc-

cessful implementation of the recommended 

actions across European countries, future 

funding schemes should support the pro-

posed activities provided in this doc ument.  

Disclaimer:  

Please note that the information is based on the experiences of the ELRC consortium and Lan-

guage Resource Board1 including individual investigations and expertise as well as information 

derived from public reports, national strategies and other types of publications. Thus the solu-

tions and actions suggested in this report reflect the expertise of the ELRC consortium  and the 

Language Resource Board and are not national initiatives unless clearly indicated. The infor-

mation provided cannot be considered complete.  

 

1 https://www.lr -coordination.eu/anchor -points  
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Abbreviations  

 

AI Artificial Intelligence  

API Application Programming Interface  

ASR Automatic Speech Recognition  

CAT Computer -Assisted Translation  

CEF Connecting Europe Facility  

ELE European Language Equality  

ELG European Language Grid 

ELRC European Language Resource Coordination  

GDPR General Data Protection Regulation  

IPR Intellectual Property Right  

IT Information Technology  

LR Language Resource 

LSP Language Service Provider  

LT Language Technology 

ML Machine Learning  

MT Machine Translation  

NAP National Anchor Point  

NER Named Entity Recognition  

NGO Non-governmental organisation  

NLP Natural Language Processing  

NLU Natural Language Understanding  

NMT Neural Machine Translation  

QA Question Answering  

SME Small and medium -sized ente rprise  

STT Speech to Text  

TM Translation Memory  

TTS Text to Speech 

TU Translation Unit
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Glossary and definitions  

 

Artificial Intelligen ce: 

The simulation of human intelligence pro-

cesses by machines, especially computer 

systems. Specific applications of  AI include , 

among others, Natural Language Processing , 

Speech Recognition and Machine Translation . 

Automatic Speech Recognition : 

Technology enabling the recognition of spo-

ken language and its conversion into a text. 

Synonym: Speech to Text (STT). 

Chatbot : 

System using conversational AI technology to 

simulate and process human conversation 

through voice commands and/or text chats, 

allowing to interact with digital devices as if 

communicating with a real person.  

Computer -Assisted Translation:  

Translation per formed by human translators 

with the help of computerised tools. Synonym: 

computer -aided translation (Azzano, 2011).  

CEF Countries : 

Countries participating in the Connecting Eu-

rope Facility (CEF) programme, a key EU 

funding instrument to promote growth, jobs 

and competitiveness through targeted infra-

structure investment at European level.  

Language Technology:  

Language technology (LT), often also referred 

to as human LT, comprises computational 

methods, computer program mes and elec-

tronic devices th at are specialised for ana-

lysing, producing, modifying and translating 

text and speech (Uszkoreit, 2010).  

Language-centric A I: 

The branch of Artificial Intelligence dedi-

cated to the processing of languages. The 

term is most often used interchangeably with 

the term Language Technology.  

Language data:  

Refers to any textual, audio or audiovisual 

data produced using human language or data 

about a human language (such as grammars, 

language models etc.).  

Language data creator:  

The person(s) or organisation(s) tha t generate 

text or speech in digital form. In the context of 

translation, the author of the source text and 

the author of the target text (the translator) 

are the language data creators.  

Language Resource:  

Sets of language data and descriptions in 

machine -readable form, including written 

and spoken corpora, grammars, and termi-

nology databases. Language resources can 

be used to build, improve, or evaluate natural 

language systems such as Machine Transla-

tion engines.  

Large Language Models:  

Statistical and pro babilistic tools combining 

the latest deep learning technology with 

heavy computing infrastructure to build lan-

guage models from large amounts of text or 

speech data. Such models incorporate infor-

mation that is useful for understanding a lan-

guage, such as its vocabulary and how it ex-

presses meaning.  

Information Extraction : 

The task of automatically extracting struc-

tured information from unstructured and/or 

semi-structured machine -readable docu-

ments. This mostly concerns processing hu-

man language texts by me ans of Natural Lan-

guage Processing (NLP). Some of its  most 

common subtasks inc lude Named Entity 

Recognition, Question Answering, and Rela-

tion Extraction.  

Intellectual Property Right holder:  

The person or organisation that holds the 

right to benefit from th e protection of moral 

and material interests resulting from author-

ship of scientific, literary or artistic produc-

tions. In the context of translation, the term 

refers to the authors of the source and target 
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text, unless otherwise stipulated by specific 

agreements or contracts.  

Less resourced or low - resource language:  

A language can be considered a less or low -

resource language when it is less studied, a 

minority language, a less privileged language 

or a language for which few linguistic re-

sources such as tr aining data are available 

(Palmer, 2011). 

Machine Translation:  

The process of automatically translating tex-

tual or audio content from one language to 

another. Synonym: automated translation.  

Metadata:  

Data about the data, i.e. structured descrip-

tion of a data set  with its properties (e.g. title, 

author/publisher, description of the content, 

size, topic, IPR holder etc.)  

Named Entity Recognition : 

Models or systems enabling the extraction of 

information f rom an unstructured text  and 

its classification into pre -defined categories, 

such as person names, organisations, loca-

tions,  values, etc.  

Open Data: 

Refers to data which is open in terms of: ac-

cess, redistribution, reuse, absence of tech-

nological restricti on, attribution, integrity, no 

discrimination ( cf. European Data Portal, 

2017, p. 7f). 

Public Sector Information:  

Is information generated, created, collected, 

processed, preserved, maintained, dissemi-

nated, or funded by or for the Government or 

public institution.  

Question Answering System : 

System built to retrieve the answer to a ques-

tion from a knowledge base, such as a struc-

tured database, but also an unstructured 

collection of natural language documents.  

Relation Extraction : 

Models or systems  predicting semantic rela-

tionships between the entities in a sentence. 

The extracted relationships usually occur be-

tween two or more entities of a certain type 

(e.g. person, organisation, location) and fall 

into a number of semantic categories (e.g. 

marrie d to, employed by, lives in).  

Small and medium -sized enterprise:  

Business whose personnel numbers fall be-

low certain limits. Its delimitation is based on 

the definition of the EU recommendation 

2003/361 (EU, 2003). 

Speech Synthesis:  

Technology converting a  machine -readable 

text into a sound imitating the human voice. 

It is becoming increasingly popular in assis-

tive systems. Synonym: Text to Speech (TTS), 

Textual data:  

This term refers to systematically collected 

material consisting of written, printed, or 

electronically published words, typically ei-

ther purposefully written or transcribed from 

speech or from other modalities, e.g. sign 

languages (Benoit, 2011).  

Translation Memory:  

A database of previously translated text seg-

ments (i.e. sentences, paragraphs, headings 

etc.). A Translation Memory stores the source 

segment and its corresponding translation, 

the target segment, in pairs. These pairs are 

called  Ătranslation units ă (TUs).
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1. Introduction  

 

The first edition of the ELRC White Paper was 

published in 2019 and titled  ĂSustainable 

Language Data Sharing to Support Language 

Equality in Multilingual Europe Ā Why lan-

guage data matters ă. Together with the ELRC 

National Anchor Points from all EU Member 

States, Iceland and Norway, European prac-

tices for sharing language data as well as the 

related challenges were investigated and 

recommendations on how to address these 

challenges in the future were prepared.  

In addition, the first White Paper edition pro-

vided a country profile for each of the CEF -

affiliated countries, which focuses on the fol-

lowing topics:  

× National translation practices and infor-

mation exchange in ministries and public 

administrations  

× Translation n eeds of the country  

× Language data creation and sharing infra-

structure  

× National open data policies  

× Key stakeholders  

× Main challenges for sustainable data sharing  

× Required actions to overcome the identi-

fied challenges  

While the initial scope of the White Paper was 

to report on the practices, challenges and 

recommendations for sustainable language 

data sharing within public services, this new 

publication provides an extended analysis, 

which also addresses European SMEs and 

which gives insights into the use of additional 

AI-based language tools, such as anonymisa-

tion or named entity recognition. Besides 

that, the White Paper at hand includes an 

analysis of the role of LT and language data 

in all EU member states, Iceland and Norway 

and critically discusses if  the value of LT and 

language data has been recognised or if fur-

ther awareness -raising actions are required.  

 

2 https://language -tools.ec.europa.eu/  

The updated country profiles Ā in addition to 

their original contents Ā also provide some 

insights into:  

× The role of LT and language data in each 

countryąs AI policies  

× Major AI networks, projects and players in 

the particular country  

× Data collection efforts and repositories in 

the country  

In consequence, the new title of the white pa-

per is shorter but broader at the same time:  

þAI for Multilingual Eu rope ü  

Why Language Data Mattersÿ. 

ELRCąs vision has always been to contribute 

to a true digital single market where all EU 

citizens can access information inde-

pendently of the language they speak.  

That is also one of the main reasons for col-

lecting langu age data: language data is the 

fuel for the development of all the LTs which 

are increasingly used in our daily lives, thus 

helping overcome language borders. Such 

LTs go far beyond automated translation so-

lutions such as eTranslation as evident from 

the ongoing extension of the ECąs Language 

Tools2. 

Thanks to recent advances, AI can help us 

address societal challenges related to the 

environment, health or crisis response, for 

example. In addition, it allows us to com-

municate across borders with the help o f Ma-

chine Translation, to dictate text messages 

on our mobile phones, using speech recogni-

tion and to verify information sources 

through fake news detectors Ā to only name 

a few. It is safe to say that the possibilities 

are endless and that society has bec ome 

more open towards exploring them.   



  Methodology  

 

 

  11 

2. Methodology  

 

The results presented in this white paper 

have been obtained through numerous ac-

tions, namely:  

× ELRC Country Workshops 

× In-depth analysis based on AI Watch 

× Dedicated ELRC White Paper Survey 

ELRC Country Workshops 

In collaboration with the National Anchor 

Points, ELRC organises one local workshop in 

each of the CEF countries, which targets na-

tional representatives from the public sector, 

LT industr y, academia, research as well as 

SMEs with multilingual needs. During the 

event, participants exchange their experi-

ences and discuss possibilities and require-

ments for transforming digital interaction in 

multilingual Europe with the help of LT. In ad-

dition , country workshops provide insights 

into the status and prospects of LT for their 

official language and discuss how language 

data can fuel development in AI.  

The outcomes of the related discussion 

rounds, panels and feedback forms were 

used to shape the c ontents of the second 

white paper and to update the country pro-

files provided in the annex.  

In-depth Analysis based on AI Watch  

Taking the AI Watch ü National strategies on 

Artificial Intelligence: A European perspective  

(Van Roy et al., 2021) as a starting point, the 

National Anchor Points and the ELRC consor-

tium analysed how LT and language re-

sources are currently represented in the na-

tional AI strategies and which initiatives and 

activities might be missing to boost th e de-

velopment of language -centric AI in Europe.  

The reasons for that were two -fold: An in -

depth analysis of LT aspects in the AI strat e-

gies could be a useful resource for Member 

 

3 https://lr -coordination.eu/11thLRB  

Statesą policy makers to help them compare 

their strategies to those of other countries. In 

addition, it aimed to support the identifica-

tion of potential areas for collaboration as 

well as good practices and common 

strengths in LT on which the EU can reinforce 

it s position for developing AI -based LT. 

More precisely, the following information 

was collected for each CEF country and dis-

cussed at the 11th LRB Meeting 3: 

× AI-related LT projects and initiatives  

× Available AI funding for LT  

× Major LT players in AI  

× LT policies 

× Data collection efforts/repositories for LT/AI  

This was complemented by a detailed analy-

sis of the national AI strategies to be able to 

assess the visibility and value of LT and lan-

guage data in the national policies.  At th e 

time  of the analysis , 24 out  of the 29 analysed 

countries had already published their na-

tional AI regulation , while  Belgium, Croatia, 

Greece, Iceland and Romania were still work 

in progress . 

ELRC White Paper Survey 

The investigations were round  off with the 

ELRC White Paper Survey, which aims to find 

out more about:  

× The current use and importance of LT  

× Common European practices with respect 

to translation, data management and shar-

ing in public administrations and SMEs  

× The contents of national policies and reg-

ulations related to LT and  AI 

× Ideas and priorities to facilitate data shar-

ing and LT development for Europe ąs mul-

tilingual future  

The survey was completed by the NAPs, 

whose feedback set the basis for an in -depth 
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comparison between the status quo in 2019 

and in 2022 (see sections 3.3, 3.4, and 3.5). In 

addition, external contributors from various 

sectors, including European SMEs and LT In-

dustry, were invited to participate in the sur-

vey, so it was possib le to get a broader 

picture of the overall situation in the EU 

Member States, Iceland and Norway. In total, 

73 people participated in the survey; the dis-

tribution is illustrated in Figure 1 below. The 

complete questionnaire can be found in the 

Annex sectio n.

Figure 1: Distribution of survey participants by sector  
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3. Language-centric AI: Value and Status quo  

 

What is AI? In simple words, Artificial Intelli-

gence can be described as a collection of 

technologies that combine data, algorithms 

and computing power 4. According to the Eu-

ropean Commissionąs high- level expert group 

on AI5, the term refers to  

þsystems that display intelligent behav-

iour by analysing their environment and 

taking actions ü with some degree of 

autonomy ü to achieve specific goalsÿ. 

Such systems can either be entirely based on 

software and exist only in our digital world Ā 

such as voice assistants or sea rch engines Ā 

or be embedded in hardware devices, like e.g. 

drones or autonomous cars. While the con-

cept of AI has been existing for decades al-

ready, it has become one of today ąs top 

trends only recently. Thanks to the growing 

attention and intensified eff orts invested, AI 

is now advancing rapidly and applies to a va-

riety of fields, including health care, manu-

facturing, administration Ā or cross -border 

communication.  

3.1 The value of AI 

The ability to communicate and share infor-

mation across languages and bo rders has 

also greatly benefited from the ever -growing 

popularity of AI. There were major break-

throughs in language processing technology, 

leading to network architectures that can 

learn from complex and context -sensitive 

data. Unlike traditional Machine T ranslation 

models that focus on word -by-word or 

phrase -by-phrase translation, neural Ma-

chine Translation (NMT) is now capable of 

translating entire sentences at a time and of 

 

4 https://ec.europa.eu/info/sites/default/files/commission -white -paper -artificial - intelligence -

feb2020_en.pdf  
5 https://ec.europa.eu/d igital -single -market/en/high - level -expert -group-artificial - intelligence  
6 https://www.gov.ie/en/publication/91f74 -national -ai-strategy/  
7 https://publications.jrc.ec.europa.eu/repository/handle/JRC122684  

predicting the likelihood of a sequence of 

words, using deep learning techniques.  

Naturally, Machine Translation is only one 

example of how deep learning can work. 

Deep learning however applies to various 

Language Technologies, such as:  

× Automatic Speech Recognition (ASR),  

× Text to Speech (TTS) systems, 

× Dialog systems/Chatbots, Question -An-

swering (QA) systems, 

× Named Entity Recognition (NER),  

× Relation Extraction,  

× Text Anonymisation,  

× Sentiment Analysis, etc.  

þAI is not a technology of the future,  

it is a technology of the present ÿ 

This statement from the Irish AI Strategy 6 

clearly reflect s the growing awareness on to-

dayąs value of AI. And it is not only true for Ire-

land, but also for each and every EU country. 

In addition, the topic has become increas-

ingly important on EU level Ā and an essential 

part of our daily lives:  

According to the A I Watch Report 7 and latest 

investigations by ELRC, 24 of the 29 EU 

Member States, Iceland and Norway have 

already published their national AI regula-

tion. The remaining AI strategies are already 

work in progress. This clearly reflects the 

growing awareness  on the usefulness of AI 

on a national level.  

On EU level, the increasing value of AI is re-

flected by numerous new initiatives and 
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projects 8, such as AI4EU, the Face2Face Vir-

tual Agora on EU Artificial Intelligence Cen-

tres, etc. Following the OECD.AI Observatory, 

there are currently 59 AI initiatives in the EU 9, 

that underline the importance of Artificial In-

telligence all across Europe.  

There are also very prominent examples of AI 

in our daily lives, including digital personal 

assistants (e.g.  Siri or Alexa), intelligent cars, 

chatbots (e.g. in banking or customer sup-

port), finance, health care or  agriculture.  

These examples show that with the advent of 

AI and NMT and the increasing awareness on 

EU and national level, a new paradigm and 

new possibilities emerged. They lay the foun-

dation for safe and powerful technological 

solutions for the future of a connected and 

open Europe, where everyone can make a dif-

ference, speak up and be heard.  

3.2 TodayĆs use and value of LT 

Language is a central element of our daily 

lives, it is part of our identity and culture. 

While the coexistence of languages is cele-

brated as one of the core values of the Euro-

pean Union, it can also create barriers for 

communication and hinder the free flow of 

information. Lan guage technologies such as 

Machine Translation systems have become a 

key enabler for building bridges not only be-

tween citizens but also between governmen-

tal institutions or industry.  

This is proven by the fact that in 2021, more 

than 204 million pages wer e translated with 

eTranslation Ā which is more than the double 

of the previous record of almost 95 million 

pages translated in 2019.  

Even more, recent advances led to additional 

LT tools offered by Europeans for Europeans, 

such as those offered by the Euro pean Com-

 

8 https://digital -strategy.ec.europa.eu/en/news/eu - funded -projects -use-artificial - intelligence -  

technology  
9 https://oecd.ai/dashboards/countries/EuropeanUnion  
10 https://language -tools.ec.europa.eu/  
11 https://lr -coordination.eu/node/453  

mission 10. Over the last three years, not only 

the range of languages and engines supported 

by eTranslation has been continually expand-

ing (including now, among others, Arabic and 

Ukrainian), but also a number of tools have 

been made available, su ch as speech to text, 

named entities recognition, classification, 

and automatic text anonymisation.  

Since the COVID-19 pandemic, the im-

portance of language -centric AI has signifi-

cantly increased: Computer -mediated com-

munication became the new and in many 

cases only modus operandi during the crisis 

and corresponding LT provided valuable tools 

and services to facilitate the virtual infor-

mation exchange. Moreover, LT was also 

found to be vital in facilitating communica-

tion in times of crisis 11. In consequence,  the 

significant changes in the way we work com-

bined with recent advances in LT thanks to AI 

contributed to new trends and a greater 

availability and uptake of language -centric AI 

in general. Potential use cases of language - 

centric AI range from solutions  to detect dis-

information, automated live interpretation of 

news to chatbots that provide citizens with 

information about COVID -19 and answer 

their questions, just to name a few . 

3.3 The use of LT in public admin-

istrations and SMEs  

It is safe to say that Machi ne Translation has 

found its way into the daily work life of public 

administrations. This already became evi-

dent in the analysis of 2019, where 38% of 

the contributors indicated that part of the 

translation agencies in their countries are 

making use of MT APIs. The remaining 56% 

answered that they do not use MT APIs but 

freely available MT web services during their 

work, while only 6% didn ąt use MT at all.  
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The White Paper Survey 2022 confirmed this 

point, as the major ity of the contributors 

keep using freely available MT services ( 47% 

in 14 countries: Austria, Bulgaria, Croatia, 

Czech Republic, Denmark, Germany, Greece, 

Italy, Luxembourg, Malta, The Netherlands, 

Poland, Portugal, Romania). However, the 

use of MT APIs has slightly changed, as 41% 

of the representatives indicated that at least 

some of the translation services in their 

countries have an MT API integrated into the 

translation process (11 countries: Belgium, 

Cyprus, Estonia, Finland, Hungary, Latvia, 

Lithuan ia, Norway, Slovakia, Slovenia, and 

Spain). Only two representatives  (6%) indi-

cated that MT APIs are used by most transla-

tion services (in France and Sweden), while 

two contributors (Ireland, Iceland) indicated 

that MT is not used at all (see Figure 2 below).

Figure 2: Use of MT APIs in Public Administrations  

The answers of the external survey contribu-

tors show the same trend: also in this case, 

the contributors using freely available MT web 

services are the majority (40%), but the per-

centage of contributors indicating that the 

translation services in their cou ntries have MT 

APIs integrated into the translation process is 

also noticeable (45% Ā quite equally divided 

between most and some translation services). 

However, at the same time 15% of the contrib-

utors indicated that they do not use MT at all 

(in 4 countr ies: Germany, Greece, Romania, 

and Spain Ā see Figure 3 below).  

Figure 3: Use of MT APIs in SMEs 

These high numbers with regard to the use of 

freely available MT web services confirm the 

urgent demand for easily accessible and eas-

ily integratable translation solutions that fa-

cilitate secure work in a multilingual environ-

ment while offering a satisfying quality.  

While there were no major changes concern-

ing the use of Machine Translation over the 

last three years, many other tools gai ned 

popularity and some of them are now even 

used on a regular basis.  

According to the findings of the White Paper 

Survey, this applies e.g. to Classification 

(24%), Anonymisation (17%), Speech Recog-

nition and Text to Speech (each 15%, see Fig-

ure 4 below).  These technologies are very of-

ten used by 6% of the survey participants 

(from Bulgaria, Cyprus, Denmark, Finland, 

Germany, Greece, Hungary, Portugal, Spain, 

and Norway), but on the other hand, there are 

still 8% of the participants (from France, Ire-

land, Lithuania, Luxembourg, Romania, Slo-

vakia, and Slovenia) who indicated that LT 

are not used at all in their countries.  
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Figure 4: Use of language tools in PA and SMEs 

All of these tools have two things in com-

mon: they can facilitate our daily multilin-

gual operations Ā and they are trained with 

language data!  

In line with that, we could see a massive in-

crease in the use of Computer -Assisted 

Translation (CAT) tools. While in 2019 it was 

not a standard practice to use them in public 

administrations, this seems to have changed: 

the percentage of the representatives indi-

cating the use of CAT tools as common prac-

tice for LSPs jumped from 24% to 41%. This 

can be seen as a great success, because CAT 

tools are critical for the creati on of high-qual-

ity multilingual data and therefore a huge as-

set to the LT community.  

As for the external survey contributors, this 

trend seems to be even more noticeable: 65% 

of the participants indicated that all LSPs 

and freelance translators make use of  CAT 

tools, while only 15% stated that CAT tools 

are not used at all.  

Overall, this leads to the conclusion that the 

use of LT is increasing and is no longer lim-

ited to Machine Translation, as more and 

more organisations have recognised the use-

fulness of a dditional Language Technology 

tools to facilitate their daily operations.  

However, despite the increasing popularity of 

LT and the fast progress in its development 

and use, there is still room for improvement 

on policy level, as the value of LT is not 

 

12 https://european - language-equality.eu/2022/03/04/spanish -government - invests - into -new- 

language-economy/  

refl ected in all national AI regulations as we 

will show in the following section.  

3.4 LT in national regulations  

The topic of Language Technology is included 

in 21 out of the 24 national AI strategies pub-

lished until now. However, the visibility of 

and emphasis on the topic varies greatly. 

While some regulations dedicate complete 

chapters or action pillars to Language Tech-

nology (e.g. Denmark,  Malta , or Norway), oth-

ers only mention it in a side note about useful 

AI application areas (e.g. France , Latvia,  and 

Portugal ). Countries where LT is not men-

tioned explicitly are Sweden, Estonia and the 

Netherlands. However, it is also important to 

find out whether there are any complement-

ing policies and regulations, as it is the case 

in Estonia, for example, where  LT is men-

tioned in the draft strategy for the Estonian 

language. 

Examples of strategic documents and/or reg-

ulations covering the topic of LT are provided 

below:  

× In Spain , the Plan for the Advancement of 

Language Technology underlines the im-

portance of col lecting and sharing lan-

guage data as a means to  Ăfoster the nat-

ural language processing and Machine 

Translation sectors ă. Above this, a  ĂNew 

Language Economyă plan was announced 

In March 2022, aiming at mobilising public 

and private investments in order to  max-

imise the value of Spanish and the co -of-

x{u{s~ ~s¡y¨syw¦ ¢x §zw u¢¨¡§¥¬ múo §¢ªs¥v¦ 

a global level. 12 

× In Hungary , the importance of the devel-

opment of LT for the Hungarian language 

is highlighted, with the aim of integrating 

it in all customer service processes (Ăzero 

level support ă) to facilitate administrative 

processes.  

× In Bulgaria , the use of LT is foreseen to 

support foreign language learning.  
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In our analysis, the contributors were asked 

to rate the role of Language Technology in 

their countryąs language plan or AI policy.  

Compared to 2019, the number of countries 

where LT is not mentioned at all has dropped 

dramatically from 36% to 9% in 2022 only in 

3 countries: Austria, Portugal, and Romania.  

Unfortunately , this doesnąt correspond to  a 

similar increase in countries where LT is ex-

plicitly mentioned in the national AI strate-

gies. However, LT is clearly no longer a topic 

that can be disregarded: the number of coun-

tries in which it is mentioned at least as a 

side note has exploded in 2022  from 7% to 

37% (in Austria, Croatia, Cyprus, France, Fin-

land, Germany, Ireland, Italy, Luxembourg, 

and Slovakia).  

However, the goal should be to raise aware-

ness on the usefulness of LT and to include the 

topic explicitly in all national AI regulations, 

ideally along with a detailed strategic plan, 

covering financial and structural matters.  

3.5 The value of language data  

For all LT applications, language data plays a 

crucial role. This is even more true when we 

consider the exponential growth of the digital 

communication platforms, which in turn  

increase the need for more efficient and  

reliable LT.  

Organisations, however, can only collect the 

necessary amount of language data required 

for the development of competitive lan-

guage-centric AI if they invest consid erable 

efforts  Ā both in terms of time and resources. 

For this reason, data sharing is increasingly 

considered as the best way towards a truly 

sustainable language data management.  

Nonetheless, in many countries of the EU, 

the sharing of language data is s till not com-

mon practice, even though tons of data are 

produced in public administrations, research 

and industry on a daily basis.  

Against this background, ELRC started inves-

tigating the translation practices and com-

mon data management and storing  proce-

dures in public administrations and SMEs of 

the EU member states, Iceland and Norway. 

More precisely, the analysis focused on the 

following questions:  

× Are translations produced in -house or 

outsourced?  

× Are the translation memories (TMs) or 

other by -products o f outsourced transla-

tions requested back by default?  

× To what extent are European organisations 

storing language data like tmx files, trans-

lations, audio files, video recordings, etc.?  

The key findings are summarised below.  

Translation Practices  

In 2019 and 2022, the National Anchor Points 

were asked how multilingual needs are being 

addressed in the public sector. Possible an-

swers were:  

1 More than 50% of translations carried out 

by language services and translation pro-

fessionals in -house 

2 More than 50% of tran slations carried out 

in-house by professional translators or bi-

lingual/multilingual staff members  

3 Only single ministries with in -house trans-

lation services, mostly outsourcing of trans-

lations through central purchasing body  

4 Only single ministries with in -house trans-

lation services, mostly independent out-

sourcing of translations  

5 All translations are outsourced via central 

purchasing body  

6 Independent outsourcing of all translations  

According to our latest results, most transla-

tions are still being outsourced, but the over-

all share has decreased (from 79% to 6 4%), 

reflecting a trend towards in -house transla-

tion (from 17% to 2 7%). 

In particular, only the Slovenian representa-

tive chose answer 1. Answer 2 was indicated 

as predominant practice in 6 countries ( Ger-

many, Iceland, Latvia, Luxembourg, Malta, 

and Norway). Answer 3 holds true for Cyprus, 

the Czech Republic, Estonia, Hungary, Lithua-

nia, and the Netherlands. Bulgaria and 
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Finland chose answer 5, Ireland a nswer 6.  The 

Belgian representative didn ąt specify any pre-

ferred practice. All other country representa-

tives indicated that  translations are mostly 

independently outsourced  (see Figure 5). 

Given that most of the translations are still 

being outsourced, it is also important to find 

out what happens to the translation memories 

or other by -products if the translation was 

produced outside the organisation.  Transla-

tion memories (TM) are the desired language 

data input for MT systems, as they require lit-

tle or even no preprocessing before they are 

fed into the MT system. Requesting them back  

is therefore an important step towards sus-

tainable language data manage ment.  

As Figure 6 below shows, there is a clear de-

crease in cases where TMs or by -products 

are not requested back (from 50% to 32%).  At 

the same time, the cases where TMs are 

Ăsometimesă requested back incre ased sig-

nificantly (from 33% to 48%).  Nonetheless, 

the overall percentage is still high, and it is 

still not common practice in Europe to re-

quest them back by default. In fact, this is 

the case only in 2 countries: Finland and Bul-

garia (7%). 13% indicated that they request 

back TMs for Ămostă outsourced translations 

(2019: 17%). 

Figure 6: TM files and MT by-products in Public Administrations  

 

Surprisingly, the external survey contribu-

tors have drawn a quite different picture. 

30% of the participants (in 7 countries: Bel-

gium, Bulgaria, Greece, Poland, Portugal, Ro-

mania, and Spain) indicated that they re-

quest back the TM files and other MT by -

products by default. However, also in this 

case the percentage of contributors not re-

questing back these data remains fairly high 

(37%, see Figure 7 below).  

Figure 5: Translation practices   

in Public Administrations  

Figure 7: TM files and MT by-products in SMEs  
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Language Data Management and Sharing  

According to the latest results, 17  country 

representatives answered that their organi-

sations are storing language data whenever 

possible. This holds true for:  

Austria  Belgium  

Cyprus Czech Republic  

Finland  Germany 

Greece Hungary 

Iceland  Latvia  

The Netherlands  Norway 

Poland Romania 

Slovenia Spain 

Sweden  

Only 4 country representatives indicated that 

language data is hardly or never stored in 

their organisation. This applies to Croatia, 

Estonia, Malta and Portugal.  

The remaining representatives stated that in 

their countries language data is sometimes 

stored (see Figure 8 below).  

Similarly, the large majority of the external sur-

vey contributors indicated that language data 

are stored whenever possible in their organisa-

tion (59% in 9 countries: Bulgaria, Denmark, 

 

13 30th  March 2022 via Zoom: https://lr -coordination.eu/6thELRC  

Finland, Germany, Italy, Poland, Portugal, Ro-

mania, and Spain), but th e percentage of those 

who indicated that they hardly or never store 

such data is not minimal (19%).  

On the one hand, this confirms that the value 

of language data is being increasingly recog-

nised all over Europe, but on the other hand, 

it also demonstrates  that there is still a need 

for more awareness -raising efforts Ā also on 

the part of the governments.  

It is no coincidence that as we asked our rep-

resentatives at the 6th ELRC Conference 13 

whether they think that the value of language 

data has been recogni sed in their country, we 

could not establish a clear trend. While 36% of 

the participants answered that this is defi-

nitely the case, 32% think that the value of 

language data has still not been recognised, 

and further 32% could not give a clear answer.  

This is also reflected in the results of the 

2022 White Paper Survey: although 17 repre-

sentatives know that language data are ex-

plicitly mentioned in the AI regulations of 

their countries, only 4 are aware of a corre-

sponding strategic plan (Iceland, Lithuania , 

Norway, and Slovenia). Moreover, 6 repre-

sentatives stated that language data are 

mentioned only as a side note Ā e.g. as useful 

example of AI (Austria, Bulgaria, Czech Re-

public, Ireland, Luxembourg, and Malta). Fi-

nally, 5 indicated that language data are  not 

mentioned at all in the AI regulations of their 

countries (Belgium, Cyprus, Germany, Roma-

nia, and Portugal), while the Italian repre-

sentative chose the answer Other (see  Figure 

9 below). 

As for the external contributors, 32% indi-

cated that language da ta are explicitly men-

tioned in the AI regulations of their countries, 

even if only 10% know about a corresponding 

strategic plan. 19% saw language data men-

tioned as side note, while 15% stated that 

language data are not mentioned at all.  

Figure 8: Storage of language data   

in Public Administrations  
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However, the external contributors from 

Spain gave partly different answers, so that 

it is probably true that there is a lack of com-

munication/infor mation when it comes to the 

countryąs official language plans.  This also 

explains why the majority (34%) ope nly 

stated that they don ąt know whether lan-

guage data are mentioned in the national AI 

regulations or not.  

And in fact, following the AI Watch, only in 11 

of the 24 national AI Strategies published un-

til now 14 language resources are explicitly 

mentioned. This applies to Denmark, Finland, 

France, Hungary, Ireland, Latvia, Malta, Nor-

way, Portugal, Slovenia, and Spain.  

However, while this accounts for less than 

42%, there are already numerous best prac-

tice examples that could be found in Europe, 

for instance:  

× The Norwegian strategy includes a full 

chapter about LT and language data, 

which highlights the crucial importance of 

language resources, especially for the 

NLP systems targeting less -resourced 

languages like the Sami languages.  

× The Spanish AI Strategy mentions boost-

ing the National LT Plan and the creation 

of resources in the Spanish Language as 

one of their action items.  

× In Ireland, the value of language data is 

publicised, because one of their action 

items is to move away from US -based lan-

guage data and use sources that include 

everyday language used by Irish citizens. 

In addition to that, the development of 

language resources for Irish is mentioned 

as one of the  key enablers to provide digi-

tal services in Irish.  

Such developments reiterate that the value 

of language data has significantly increased 

and will continue to increase Ā both within 

organisations and in national reg ulations.

 

14 See chapter 2, Methodology . 

Figure 9: Role of language data  

in Europeās AI regulations  
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4. Latest developments and approaches to sustainable 

Language Data Sharing in EU public services and SMEs  

 

4.1 Limitations and supporting 

activities  

Several circumstances  were found to  nega-

tively impact or limit the sharing of language 

data in Europe. These include above all sev-

eral characteristics associated with each or-

ganisation, namely:  

× The lack of recognition of the value of tex-

tual data and language data in general  

× Lack of digital skills  

× Lack of adequate language data manage-

ment practices/plans  

× Limited access to translation memories of 

outsourced translations  

Last but not least, as in the 2019 White Pa-

per, legal concerns (such as GDPR, copyright) 

were found to particu larly complicate and 

limit the sharing of language data.  

When looking at the analysis of the actions 

that are considered most relevant to facili-

tate data sharing , it is not surprising that in 

2022 they have not changed much compar ed 

to 2019, with the difference between the first 

and second plac ing being minimal . Respond-

ents from PA and SMEs considered the fol-

lowing activities as most important for foster-

ing the sharing of language data in the future:  

O2 Increasing interest in MT/LT as part of 

the national digital policy  

O1 Raising awareness of language data as 

open data and a valuable asset  

O5 Establishing good data management 

practices in  organisations  

O3 Tackling legal concerns  

O4 Gaining access to outsourced translations  

Figure 10 below illustrates how often these 

action items were mentioned in the top three 

positions. The overall ranking is given by the 

sum of these positions.  

However, 19 respondents also suggested ad-

ditional approaches relevant for facilitating 

the sharing of language data. One major ob-

stacle mentioned by the survey participants 

was that it is almost impossible for organisa-

tions to justify the resources and inv estment 

needed for collecting, cleaning, structuring 

and releasing language data (e.g. text cor-

pora) especially with regard to the return of 

investment for these organisations. As such, 

other approaches mentioned to overcome 

this problem were centred aroun d (i) making 

language data collection, preparation and 

sharing less costly and (ii) providing mone-

tary support for activities targeted to lan-

guage data sharing and collecting.  

The provision and availability of correspond-

ing funding  for the sharing of langu age data 

was one of the most frequently made pro-

posals by respondents, ranging from national 

public funding in the form of a language pro-

gramme (as for instance in Spain), national 

funding programmes for LT, as well as LT -

specific funding for the public se ctor, indus-

try and research.  

Another important suggestion that is in some 

way linked to establishing good data man-

agement practices in organisations is to 

Figure 10: Objectives to facilitate data sharing:  

top-three ranking  
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develop central infrastructures  that facili-

tate data collection. Suggestions here 

ranged from  Ăa cent ralised institution with a 

good overview on how language data is man-

aged in the different ministries ă to establish-

ing Ănational or language nodes ă that man-

age language data in a centralised way. Even 

a top-down approach and corresponding leg-

islative obliga tions with regard to the sharing 

of language data in the public sector were 

mentioned. Such infrastructures would also 

need to  Ă¦sxwy¨s¥v múo §zs§ ~s¡y¨syw¦ ¢§zw¥ 

than those official in the EU (e.g. Catalan) will 

have full rights and a level playing ground  to 

remain an active part along these avenues of 

technological development/evolution. ă 

Last but not least, the provision of relevant 

tools and technologies  to support the shar-

ing of language data was considered  im-

portant for minimising the obstacles. For 

public services, the availability and accessi-

bility of easy -to-use tools for generating and 

assembling large corpora from resources is 

of utmost importance. Like this, high -quality 

bi- /multilingual corpora could be built di-

rectly e.g. by translators or out of existing 

available texts. There was also the sugges-

tion to create custom text corpora directly 

from a text cloud.  

Another important tool / technology men-

tioned concerned the support needed for 

easily and quickly anonymising language 

data to make them sh arable. For instance, 

one of the respondents requested to pro-

videăde- identification tools at user ąs end, so 

that with one click of a button, the in -house 

data are cleaned, with one browse of a Ąlist of 

suspected issues ą, the de- identified docu-

ments can be reviewed, and the user is then 

not afraid of sharing [the language data]. ă 

All these suggestions could indeed help over-

come current limitations in organisations 

that want to share their language data.  

4.2 Recent advances  

Survey participants were also asked where 

they saw  Ărecent advances related to LT 

development, digitalisation and data collec-

tionă and whether they noticed  Ăany big 

changes compared to the situation three 

years agoă. The responses confirmed that 

since 2019, LT as a whole, digitalisatio n and 

data collection have progressed signifi-

cantly. Among the 74 responses received to 

this question, the majority mentioned three 

central developments:  

1. Greater availability of language data;  

2. Better LT Ā covering not only MT, but also 

Natural Language Pro cessing (NLP) and 

Natural Language Understanding (NLU) in 

general;  

3. Increased uptake of LT.  

One respondent rightly summarises:  ĂThe 

single biggest difference is the use of large 

language models, and the finished transfer of 

practically all MT development to  Deep 

Learning. In addition, speech technology 

:SedAffe; {¦ ¨¦wv múo s¦ §zw Sed s¡v ffe 

¤¨s~{§¬ { £¥¢©w¦@ múo m_¨uzo more data is 

available  in general (for example, in the UD 

collection, the number of languages grew 

from 70 to 130+ and the number of treeba nks 

to more than 200.ă 

In Croatia, for instance, significant improve-

ments in LT  were also explicitly noted:  ĂIn the 

last three years we have built a high -quality 

NMT-based MT system that outperforms 

Google Translate in both (hr ->en, en->hr) di-

rections for several BLEU points. This has 

been achieved through the support from the 

CEF project ĂEU Presidency Translatoră. 

The improvements in MT and LT lead to a 

greater uptake of LT  not only in the participat-

ing public administrations but also in general.  

Also, several activities mentioned by partici-

pants underline the great advances  that have 

been made with regard to the sharing of lan-

guage data  in the past three years in Europe. 

For instance, in Lithuania, there is a  Ăhope 

that the accepted Lithuania ąs Recovery and 
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Resilience Plan (2022 -2026)15 will stimulate 

the creation of AI -oriented language re-

sources, which will stimulate the creation of 

quality language services. ă In Finland, the  

ĂDonate Your Speech Campaignă was 

launched in 2020  Ăto help researchers and 

application developers to create better work-

ing Finnish language AI by gathering speech 

donations from Finnish speaking people ă. At 

the same time, the National Library of Fin-

land created Annif  Ā an open source toolkit 

for automated subject indexing and classifi-

cation which is based on a combination of ex-

isting natural language processing and Ma-

chine Learning tools.  

In Estonia, a new regulation of the Minister of 

Education and Re search Ā ĂThe list of lan-

guage data and the conditions and rules of 

publishing and reusing language data ă is be-

ing established on the basis of the Public In-

formation Act (PIA). As a matter of fact, not 

only Estonia but also Slovenia were found to 

excel in a recent investigation by the Euro-

pean Commission on  ĂOpen Data Best Prac-

tices in Europeă16. In 2020, Slovenia, for in-

stance, funded a large initiative called  ĂSlov-

enscinaă17 that supports the development of 

Slovene in a digital environment. In Malta, a  

ĂNational Language Technology Platform ă18 

is currently under development.  

In France, similar developments took place, 

with respondents observing  Ăbetter data col-

lection and sharing as well as enforcement 

through national regulation and guidelines. 

múo fzw¥w was also a major national plan for 

the development of AI which included some 

AI language parts, especially on the data col-

lection side (official public collection of 

 

15 https://ec.europa.eu/info/business -economy-euro/recovery -coronavirus/r ecovery-and-resilience -

facility/lithuanias -recovery-and-resilience -plan_en  
16 https://data.europa.eu/sites/default/files/report/Open_Data_Best_Practices_in_Europe_Estonia_  

Slovenia_and_Ukraine.pdf  
17 https://www.slovenscina.eu/en  
18 https://aclanthology.org/2 021.mmtlrl -1.3/  
19 https://www.rijksoverheid.nl/ministeries/ministerie -van-economische -zaken-en-klimaat/  

documenten /beleidsnotas/2019/10/08/strategisch -actieplan -voor-artificiele - intelligentie  
20 https://nlaic.com/en/partner/data -sharing -coalition/  
21 https:/ /en.digst.dk/policy/new -technologies/a -common -danish - language-resource/  

French question -answer type data set s for 

training AI for example). ă In 2021, the French 

Prime Minister Jean Castex announced a re-

newed open and shared data strategy follow-

ing a 2020 Report by MP Eric Bothorel which 

includes data and data set s for AI. 

Another success story mentioned by re-

spondents is the  ĂSmart Industry ă approach 

in the Netherl ands Ăwhich started with a 

handful of field labs and grew into a nation-

wide network of 46 field labs and five regional 

hubs. At the end of 2019, the government 

launched its ĂStrategic Action Plan for AI 

(SAPAI)ă19. The associated AI Coalition has 

grown, the gove rnment has made extra fund-

ing available (a budget is allocated to the NL 

AI Coalition in the context of the so -called 

Groeifonds funding), and the Netherlands are 

working at national, European and global lev-

els to strengthen the Dutch AI ecosystem. 

The government recognises that a flourishing 

data economy is essential in order to achieve 

this. Based on the data sharing vision, the 

government is facilitating voluntary data 

sharing between sectors through the so -

called ĂData Sharing Coalition ă20 in order to 

utilise data capabilities for the benefit of the 

economy and society in a responsible way. ă 

Based on the National Strategy for Artificial 

Intelligence from 2019 in Denmark, the so -

called  ĂDigitisation pact ă set out to develop  

ĂA Common Danish Language Resourceă21. 

The purpose is to support Danish Language 

Technology companies in developing Danish -

language solutions within AI. As one re-

spondent explains: While before,  ĂDanish 

language data was scattered across various 

organisations and hence locating and esti -
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mating the value of language data was a 

time -consuming process, especially for 

e_W¦> múo §z{¦ £¥¢t~w  zs¦ ~s¥yw~¬ tww¡ ¥w?

solved through the establishment of  ĂA Com-

mon Danish Language Resourceă. 

The emergence of Open Data Portals sup-

porting the collection of data is also seen as 

a positive development:  ĂThe best example of 

data collection in Bulgaria still is the Open 

Data Portal. There are  10,563 data sets and 

536 organisations which are sharing their 

data in 14 main thematic areas. ă Moreover, 

following th e proposal of the Bulgarian Pub-

lic Services National Anchor Point, the pro-

cess for outsourcing translations was 

adapted: It is now a technical requirement 

within the public procurement process that 

the selected translation agencies provide 

their translatio n memories stored in CAT 

tools for the outsourced translations.  

Similar developments happened in Germany:  

ĂAt federal level, language services lead a 

project [ú] to explore whether and how Ma-

chine Translation could be introduced in the 

public administratio n, including an extensive 

survey on the current and potential use of MT 

in Germanyąs federal administration and 

translation needs in general ă. This would 

also support the language data creation and 

sharing process among the different organi-

sations involved . 

Important changes, however, have not only 

happened with regard to new policies and 

new initiatives as the investigation proves. A 

good development also seems to be the fact 

that  Ăthe major publication venues now re-

quest that both data and source code are  

made available upon publication of research 

results, which is a major improvement not 

only with respect to the replicability of re-

sults, but also to facilitate[ing] follow -up re-

search and avoid[ing] work being done over 

and over againă. 

Respondents also a cknowledge the contri-

bution that ELRC made in this respect:  ĂThe 

pan-European data collection campaigns 

(e.g. ELRC Workshops ) represent a major 

breakthrough that will change the general at-

titude towards the preservation of digital 

textual data, mono - and multilingual. ă 

Most interestingly, several participants also 

assume that the pandemic has  Ăsubstan-

tially accelerated a number of develop-

mentsă in this respect.  

With regard to the near future, it is expected 

that  Ătools for fake news detection and anon-

ymisation will be a game -changeră. Explain-

able AI is expected to be a major challenge in 

the near future.  

4.3 New challenges  

Survey participants were asked what the cur-

rently biggest challenges related to LT/LR 

were in their country. 44 responses were re-

ceived to this open ended question, identify-

ing six major challenges in Europe:  

× The availability of high -quality language data  

× The development of LT for European mi-

nority languages  

× Limiting legal provisions and regulations  

× Data management / continuous pr ocess 

for sharing language data  

× Continuous funding and support  

× Human capital  

Availability of high -quality language data  

Several respondents claim that  Ă[the] availa-

bility of data is still the biggest concern. ă This 

particularly refers to the lack of parall el cor-

pora to improve bi - or multilingual MT. How-

ever, it was also noted that the  Ăexistence, 

availability and collection of massive lan-

guage resources (e.g. 100+ GB of quality 

plain -text) for training large, pre -trained lan-

guage models (like GTP-3)ă is st ill something 

Europe lacks as well as the  Ăcollection of do-

main specific LR for the adaption/finetuning 

of [multilingual] pre -trained models. ă Simi-

larly, it was noted that  Ăconvenient and well -

regulated access to public data ă is still an un-

resolved challen ge. One key issue certainly is 

the persistent problem of  Ăconvincing data 

holders to make their data available ă. 
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Development of LT for European minority 

languages  

More than half of the respondents also point 

out that especially less spoken languages in 

Europe require substantial support in the fu-

ture. Some of the  EU official languages like 

Finnish, Czech, Croatian, and Swedish are 

less spoken languages, as well as some re-

gional languages like Valencian, Basque, Gali-

cian and Catalan in Spain. According to th e 

survey responses,  Ă[t]he actual technology 

works pretty good with English, French and 

Spanish but it is not yet prepared to deal with 

minor official languages. ă Another respond-

ent even claims that the  Ădevelopment of LT 

for national minority languages is  neglected.ă 

As a different respondent explains:  ĂFinnish 

and the indigenous Sámi languages are small 

languages and not a priority for big AI devel-

opers. The availability of high -quality and 

open language dataă for these languages 

hence is not to be taken for granted. In other 

cases, the situation is also considered as a re-

sult of  a biased language policy, as another 

survey participant explains:  ĂIn Spain, for in-

stance, there is one official language (the 

Spanish), and also there are three co -official 

languages (Euskera, Galician, Catalan). The 

national plans and efforts [however] tend to 

be in Spanish and that fact put s in disad-

vantage the support and development of LT 

for the co -official languages. ă Nonetheless, 

the lack of language data also applies to EU  

official languages as the comments of several 

other survey participants show. For instance,  

Ă[t]he size of Czech resources, even if covered 

quite well overall, is still well below the major 

languages.ă For Croatian, speech processing 

is Ăseriously lagging behind other languages ă 

because of the lack of corresponding lan-

guage resources. For Bulgarian too it is noted 

that  Ă[m]any commonly used and necessary 

technologies are still not available ă. 

The lack of language support also becomes 

apparent for different variants of a language 

as the following comment underlines:  ĂFor 

application and development of LT tools at 

national level, the distinction between Dutch 

as used in Belgium and Dutch as used in The 

Netherlands is important. This distinction is 

needed as both countries have their own 

terms for specific concepts. This distinction 

may not be important at European level, but 

it is important at the national level. It would 

be good if data repositories could include 

this information in the metadata to increase 

reusability of the data. ă The situation applies 

also to German or, for instance, Spanish as 

the survey illustrates:  ĂAnother important 

problem is the lack of diversity in the LT 

Spanish data set . Spanish is a very spread 

language with many local variants and ac-

cents. However, there are few data set s that 

collect that diversity. ă 

As such, Ă[c]reating high -quality resources 

for all languages, not only [for] the mostly 

spoken ones, but also for low -resource lan-

guages Ā this is currently the next challenge 

for overcoming the digital divide for the 

speakers of these languages and assuring 

equity in the access to digital services ă, as 

one respondent summarises. And it is appar-

ently also the place, where LT can m ake the 

greatest difference:  Ă[I]tąs for the minority 

languages where LT could make the most im-

pact [because] there simply are not enough 

translators or minority language speakers ă to 

support  Ămanuală translation or direct inter-

pretation in situations need ed (e.g. also in 

daily settings in public services and the 

healthcare sector).  

Last but not least, it was pointed out that  Ăwe 

lose so much content and meaning ă if we try 

to always resort to English Ā apart from the 

fact that non -native speakers are never per-

fect at speaking English.  

Limiting legal provisions and regulations  

15 respondents also mentioned persistent 

legal issues as a key challenge for the up-

coming years. This includes in many cases 

problems of anonymising language data 

and/or being GDPR compliant, as well as ad-

equately respecting copyright of potential 

language data. One respondent summarises:  

ĂData sharing is further complicated by 
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unclarity and uncertainty on how to comply 

with the GDPR framework. There is also a 

certain contradiction: Work ing on open sci-

ence can be at odds with sharing data with 

commercial bodies. ă 

Another respondent also acknowledges the 

prevalence of legal issues that hinder the 

sharing of language data while at the same 

time proposing one way out of the dilemma at 

least with regard to copyright:  ĂLegal con-

cerns are of the greatest importance. Data 

should be treated as material, not as copy-

righted work so it can be gathered and pro-

cessed to improve language models without 

any legal risk.ă 

As regards the issue of personal d ata, the fol-

lowing suggestion was made by another par-

ticipant:  ĂData sharing can be improved by 

providing tools at national or European level 

for e.g. automated anonymisation / pseudon-

ymisation, such that everyone uses the same 

tools with the same quality instead of differ-

ent tools with different quality. ă 

While issues of copyrighted and/or personal 

data can be overcome in the near future, the 

issue of confidential data remains:  ĂLRs of-

ten contain confidential data which cannot 

be released even if copyright and personal 

data issues can be overcome. ă However, 

since confidential data represent only a very 

small fraction of the language data pro-

duced, this does not constitute a significant 

problem.  

Apart from the legal issues, respondents also 

point ou t that the  Ălack of legislative obliga-

tion to make publicly funded data available ă 

significantly hinders the sharing of language 

data. So a general requirement to clean, 

anonymise and share language data could 

greatly improve the amount of available lan-

guage data in the future.  

Continuous funding and support  

Several respondents also mention that un-

stable funding for enabling the provision and 

sharing of language data is a major problem. 

This does not only apply to the research 

sector, but also the public se ctor and compa-

nies. Securing stable and consistent funding 

could lead to a significant increase in availa-

ble language data. As one respondent claims,  

ĂWithout initiatives such as the ELRC and 

ELG, there would be no events or funding for 

LTs/LRsă. On the other hand, the National 

Language Technology Programme in Iceland 

illustrates how national funding and support 

can make a difference:  ĂSince 2019, Iceland 

has a National Language Technology Pro-

gramme. Within this programme, a great 

number of LT resources hav e been devel-

oped, including resources for speech tech-

nology and MT.ă 

Data management / continuous process for 

sharing language data  

In some way linked to the challenge of having 

funding for the sharing of language data is 

the appropriate data management an d/or 

set -up of a continuous process for sharing 

language data. 14 survey participants ad-

dress this challenge in their responses.  

One frequently mentioned problem is the 

lack of coordination between different enti-

ties in the public sector: This can be for i n-

stance the  Ă[l]ack of coordination between 

translation departments from different pub-

lic and local authorities ă, but also  Ăthe lack 

of collaboration between the ministries ă or 

even within an organisation, as the following 

respondent explains:  ĂThe biggest challenge 

is Ā still  Ā to set up a continuous process of 

preparing and sharing language data. While 

awareness of the importance of language 

data (in particular among translation ser-

vices) has been established, finding the will-

ingness and resources to shar e the data is 

still difficult. One reason is that as a  Ăservice 

provideră, translation professionals are not 

involved in AI/LT projects planned in other 

parts of the public administration. ă As such, 

it is not surprising to find that respondents  

Ădo not per ceive any structured approaches 

towards creating a multilingual environ-

ment.ă Another participant illustrates:  ĂA 

major obstacle to data sharing is that there is 

no organised or centralised exchange of 
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language data at national level. There are no 

clear ro les and responsibilities at the differ-

ent levels. Maybe a separate ministry for Dig-

ital Affairs is needed. ă In Denmark, where  

Ădata was scattered around society and were 

in the hands of different organisations ă, the 

problem could be solved through the crea tion 

of ĂA Common Danish Language Resourceă 

(see above, 4.2: Recent advances ). 

Similar improvements were reported from 

The Netherlands, where  Ă[p]ublications from  

public administrations can be found on offi-

cielebekendmakingen.nl, overheid.nl and 

data.overheid.nl, coordinated by KOOP (the 

Dutch publications office). ă As such, it can be 

concluded that still,  Ă[a] stable data govern-

ance and shared practices are requir ed in the 

public sector ă for the successful sharing of 

language data. Directly linked to this is the 

need for  Ăfurther digit isation of public ser-

vices which requires the use of language and 

Language Technologies.ă 

However, the problem is not only limited to the 

public sector as the survey reveals, but also to 

other areas, including research:  ĂFurther chal-

lenges are posed in research contexts where 

there are not always clear guidelines as for 

where to deposit data to comply with rules for 

the management of research data. ă 

As such, Ă[c]ollaboration between different 

platforms and infrastructures is key to future 

service provision. ă Similarly, standards and 

in particular  Ăstandards for metadata are es-

sential for sharing data ă in order to avoid 

problems  with the retrievability of language 

data and translations. Also, internal pro-

cesses need to be adapted and persistently 

implemented as the following feedback illus-

trates:  ĂWhat I mean is that people and pro-

cesses constantly change. An optim isation 

múo v{¦u¢©w¥wv t¬ s ª¢¥}w¥ {¦ ¡¢§ £¥w¦w¥©wv 

and reused if the agenda is handled by a new 

worker. Data collected on the go are not made 

available to subsequent tasks of similar kind. 

There is no Ălife netă in organisations that 

would make sure the LT k nowledge and re-

sources are preserved.ă So there is still a lot 

of room for improvement and the necessity to  

Ăincrease the capacity for innovation in public 

services [and elsewhere], which has yet a long 

way to goă. 

Human capital  

5 respondents also mentione d issues related 

to human resources as a major challenge. 

Specifically, they mentioned the  Ălack of 

competent specialists ă and the  Ădifficulty to 

find the right persons ă for the task. The prob-

lem is also realised in academia where  Ăthere 

is limited institu tional capacity for support-

ing researchersă. 

Other challenges  

In addition to the aforementioned six major 

challenges frequently identified by survey re-

spondents, a number of individual chal-

lenges were additionally reported:  

× One respondent states that  Ăa major chal-

lenge for future AI and LT is being able to 

truly understand the meaning of texts. ă 

This is similar to the experience of another 

survey participant who explains that  ĂMa-

chine Translation quality still varies a lot 

depending on the text; sometimes i t con-

tains critical mistakes in terms of con-

tent.ă As such, survey respondents con-

clude that  Ă[t]he overall objective is to 

have methods, algorithms and ready -

made system(s) for full Natural Language 

Understanding. Whether it is done by Deep 

Learning alone  or in combination with 

symbolic methods and/or databases is 

not that important, but data is certainly 

important. Identifying gaps in technology 

and data is the next important goal. It is 

still not clear which applications are or are 

not possible now and i n eight years time 

with current technology, or which im-

provements are possible with incremental 

development and which will need break-

throughs. Availability of high quality, clean 

data is next.ă 

× Until today, the  Ălack of information on the 

benefits of LT/LRă seems to persist as the 

survey shows. This is supported by another 

comment acknowledging that  Ă[t]here was 
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considerable progress in the field, but 

awareness of the opportunities available 

[thanks to LT] are not widespread. ă Moreo-

ver, Ă[m]any commonly use d and neces-

sary technologies are still not available 

(human-computer interaction, multi-

modal processing, etc.) and for others, if 

some advance in technologies is recorded, 

there are no available applications (sum-

marisation, question answering, etc.). ă It 

was also pointed out that  ĂLT/LR are to 

some degree still seen as a side note to 

other branches of AI. ă 

× One respondent is also troubled by the 

fact that with regard to LT, there  Ăis a fo-

cus on in-house development which is not 

always aligned with emerging standards 

rooted in developments elsewhere. ă 

× Another emerging issue identified by re-

spondents is linked to the availability of  

Ă[c]omputational resources for pretrain-

ing large language modelsă which are still 

insufficient and/or inaccessible. This  is 

especially true for smaller European lan-

guages that need to have larger than cur-

rent LMs available (BERT, GPT-like).  

× Last but not least, there are concerns 

about the lack of European LT solutions. 

As one respondent explains:  ĂPeopleąs 

distrust of these  technologies is causing 

companies not to be interested in 

developing these areas. Both the EU and 

investors find companies in this area un-

interesting because the market in which 

they operate is not global. Companies 

then go bankrupt or are bought by Ameri-

can multinational players. ă This often 

leads to the so -called  Ălocked ină problem 

for many European languages, i.e. the fact 

that the widely used commercial products 

are not open to adaptations and fine -tun-

ing for specific languages. As one of the 

responde nts illustrates:  ĂBasically, Apple 

/ Microsoft / Google / Amazon / Baiduu / 

Samsung / Alibaba etc. generally do not 

provide solutions where the best e.g. Finn-

ish LT can be plugged in. And they will 
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facilitate sta te-of- the -art performance in 

all kinds of applications for the  Ăless im-

portant ă European languages?ă The main 

way out from the respondents ą perspec-

tive is to ensure the following three basic 

ingredients in Europe:  

­  ĂMassive quality data corpora available 

for all EU languages (i.e. restricted ac-

cess, but available for research and de-

velopment).  

­  Large pretrained language models 

available for all EU languages.  

­  Computational resources comparable 

to Facebook, Open AI etc. avai lable to 

EU research centres (ĂCERN for LTă).ă
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5. Conclusions and Outlook  

 

In 2020, the President of the European Com-

mission Ursula von der Leyen presented her 

vision of how to shape Europe ąs digital future:  

þI am a tech optimist. My belief in tech-

nology as a force for good comes from my 

experience as a medical student. I learnt 

and saw first -hand its ability  to change 

fates, save lives and make mundane 

what once would have been a miracle.  

Thanks to technology, these miracles 

are becoming more breathtaking and 

more regular by the day. They are help-

ing to better detect cancer, support 

high-precision surgery or tailor treat-

ment for the needs of each patient.  

This is all happening right now, right 

here in Europe. But I want this to be only 

the start. And I want it to become the 

norm right across our society: from 

farming to finance, from culture to con-

struction, f rom fighting climate change 

to combatting terrorism. ÿ 

With regard to Language Technologies, the 

future is already here: the digital revolution 

has penetrated virtually all areas of our lives 

and as with any other revolution, it has sig-

nificantly changed th e professional and per-

sonal lives of people.  

As part of this White Paper, several changes 

in the value and status quo of language -cen-

tric AI could be identified (see  Section 3). For 

instance, in comparison to 2019, Machine 

Translation has found its way into the daily 

procedures and practices  of public admin-

istrations in 2022. Only 6% of the participat-

ing organisations didn ąt use MT at all. At the 

same time, we found  a massive increase in 

the use of Computer -Assisted Translation 

(CAT) Tools. The increasing importance of 

Language Technologies is also mirrored on 

policy level: In 21 out of the 24 national AI 

strategies published until now, the topic of 

Language Technology was included. Simi-

larly, translation practices changed signifi -

cantly. According to our latest results, most 

translations are still being outsourced, but 

the overall share has decreased (from 79% to 

61%), reflecting a trend towards in -house 

translation (from 17% to 26%). At the same 

time, we could identify an increase with re-

gard to the storing of language data: The ma-

jority (59%) of the survey contributors indi-

cated that language data are now stored 

whenever possible in their organisations.  

Also, the ELRC White Paper reveals latest de-

velopments and approaches to sustainable 

language data sharing in SMEs and public ser-

vices (see Section  4). The circumstances that 

were found to negatively impact or limit the 

sharing of language data in Europe remained 

the same as in 2019. However, in addition to 

the actions that would be most r elevant to 

overcome these issues and facilitate data 

sharing, several additional approaches were 

mentioned in 2022. They were all centred 

around (i) making language data collection, 

preparation and sharing less costly and (ii) 

providing financial support f or activities tar-

geted to language data sharing and collecting. 

The investigation also confirmed that since 

2019, significant advances could be made re-

lated to LT development, digitalisation, and 

data collection both in the public sector and in 

SMEs, leading to greater availability of lan-

guage data, better LT, and increased uptake 

of LT. Last but not least, survey responses 

identified six major challenges that organisa-

tions involved in the preparation and sharing 

of language data face in 2022 and beyond , e.g. 

the development of LT for European minority 

languages and human capital.  

Coming back to Europeąs digital future as ex-

pressed by Ursula von der Leyen, at least in 

the area of LT, the start into the digital dec-

ade was a very successful one. It is now in the 

hands of the European Union, each Member 

State and each organisation, to follow -up 

and tackle the remaining challenges and 

make Language Technologies  Ăthe norm right 

across our society ă.
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Annexes 

ELRC White Paper survey 

 

Which country are you representing?  

ƺ Austria  

ƺ Belgium  

ƺ Bulgaria  

ƺ Croatia  

ƺ Cyprus 

ƺ Czech Republic  

ƺ Denmark  

ƺ Estonia  

ƺ Finland  

ƺ France 

ƺ Germany 

ƺ Greece 

ƺ Iceland  

ƺ Ireland  

ƺ Italy  

ƺ Latvia  

ƺ Lithuania  

ƺ Luxembourg  

ƺ Malta  

ƺ The Netherlands  

ƺ Norway 

ƺ Poland 

ƺ Portugal  

ƺ Romania 

ƺ Slovak Republic  

ƺ Slovenia  

ƺ Spain 

ƺ Sweden 

Which sector do you represent?  

ƺ Public Administration  

ƺ Research / Academia  

ƺ Language Services Provider  

ƺ Small and Medium -Sized Enterprises  

ƺ Other 

 

Please define  

 

úúúúúúúúúúúúúúúúúúúúúú@úúúú@ 

 

Are you part of the ELRC Language Resource 

Board (LRB)? 

ƺ Yes, Public Services NAP 

ƺ Yes, Technology NAP 

ƺ Yes, Consortium Member  

ƺ No 

Translation practice s 

Are translations mostly  produced in -house or are they outsourced? What is more common in your or-

ganisation/department?  

ƺ More than 50% of translations carried out by language services and translation professionals 

in-house 

ƺ More than 50% of translations carried out in -house by professional translators or bilingual/mul-

tilingual staff members  

ƺ Only single ministries with in -house translation services, mostly outsourcing of translations 

through central purchasing body  

ƺ Only single ministries with in -house translation services, mostly independent outsourcing of 

translations  

ƺ All translations are outsourced via central purchasing body  

ƺ Independent outsourcing of all translations  

If the translations are being outsourced, are the translat ion memories (short TMs) or other by -products 

requested back?  

ƺ TMs and any other by -product of translation are requested back by default  
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ƺ TMs and other by -product of translation are requested back for most outsourced translations  

ƺ Some request back TMs and/or  other by -product of translations  

ƺ TMs or any other by -product of translation are not requested back  

 

The importance of language data  

Is your organisation storing language data like  tmx files, translations, audio files, video recordings, etc.?  

ƺ Language data  is stored whenever possible (high importance)  

ƺ Language data is sometimes stored (medium importance)  

ƺ Language data is hardly/never stored (low importance)  

 

Use of Language Technology (LT) 

To what extent does your organisation/department make use of Machine  Translation (MT)?  

ƺ Most translation services have an MT API integrated into the translation process  

ƺ Some translation services have an MT API  

ƺ No MT API but use of freely available MT web services  

ƺ No use of MT at all  

 

Which of the following language technolo gies are commonly used in your organisation/department?  

Ǐ Classification  

Ǐ Anonymisation  

Ǐ Summarisation  

Ǐ Speech Recognition  

Ǐ Text to Speech 

Ǐ None of the above  

 

Please indicate to what extent this technology is being used (rarely, occasionally or regularly)  

 

úúúúúúúúúúúúúúúúúúúúúúúúúúúúúúúúúúúúúúúúúúúúúúúúúúúú@úúúúú@@ 

 

To what extent do Language Service Providers (LSPs) use CAT Tools? 

ƺ All LSPs and freelance translators use CAT  

ƺ It is common practice for LSPs but not freelance translators to use C AT 

ƺ Only single LSPs (and/or freelance translators) use CAT  

ƺ No use of CAT tools 

 

To what extent does your organisation/department use CAT Tools?  

ƺ All translations are carried out with the aid of CAT tools (language services, translation profes-

sionals and oth er translating staff members)  

ƺ It is common practice that translation services/translation professionals use CAT tools  

ƺ Only single translation services or translators use CAT tools  

ƺ No use of CAT tools 

National Regulations related to LT/AI  

Is there a languag e policy in your country?  

ƺ Yes 

ƺ No 

ƺ I donąt know  

  


























































































































































































































































































